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PROCESSING AND SYNAPTIC LEARNING
Our brains can learn a model about 
the world by continuously making 
predictions, and comparing the pre-
diction from this inner model with 
the outcome from the world. In case 
of a mismatch, the error can be used 
to update the model in principle. 
These conceptual ideas date back to 
Helmholtz. But how is such learning 
realized on the neuronal level? 

We propose that dendritic branches 
play a central role in representing 
the encoding error - implementing 
“dendritic error computation”, where 
the encoding error is represented as a 
deviation from resting potential. This 
concept arises from analytical deriva-
tion of optimal synaptic learning rules 
for efficient coding. In the second 
part of the talk we discuss how, on the 
network level, homeostatic regulation 
implements a fine balance between 
excitation and inhibition, enabling for 
rapid and flexible changes of compu-
tational properties. 

Overall, spanning the arch from ana-
lytical principles of neural computa-
tion to physiological implementation 
on the synaptic and neural level, we 
contribute to a fundamental under-
standing of learning in living neural 
networks.
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Viola Priesemann is Professor in the 
department of physics, Göttingen, 
and group leader at the MPI for 
Dynamics and Self-Organization. She 
studies living and artificial neural net-
works, carving out their basic mech-
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MPI for Brain Research and University 
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a Max Planck Research group, which 
she heads at the MPI for Dynamics 
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she is also professor of physics at the 
University of Göttingen.
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